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REAL-TIME INDIVIDUAL ELECTRONIC
ENCLOSURE COOLING SYSTEM

BACKGROUND

“Data center energy usage has risen dramatically over the
past decade and will continue to grow in-step with the
processor intensive applications that support business
and day-to-day life in the modern world. The growth of
technology has driven the data center into a new phase
of expansion, and while data centers themselves may
vary over different industry segments, there are com-
mon factors influencing all of them including a need to
do more with the same resources, or in some cases,

2

master table below lists some methods commonly used
in the industry. These products are available from
various manufacturers-some have been available for quite
some time and others have just recently been introduced.
The table is not a complete list of vendors, but is intended
as a reference for some of the most commonly deployed
systems.

Table 1 illustrates energy usage by evaluating the energy
required to operate the system in kilowatts (kW) versus the
cooling capacity provided in tons of cooling/refrigeration
(12,000 BTU/hr is equivalent to 1 ton of refrigeration)—a
kW/ton rating.

TABLE 1

Commonality in the

Availability Manufacturers Industry

CRAC Cooled System
CRAH Cooled System
CRAC Cooled System
‘W/Containment

CRAH Cooled System
W/Containment

Liquid Cooled Rack
Unoptimized

Liquid Cooled Racks
Chilled Water Temperature
Optimized

Liquid Cooled Racks
Chilled Water Temperature
Optimized and Free
Cooling Systems

Liquid Cooled Racks
Chilled Water Temperature
Optimized and Evaporative
Free Cooling Systems
Active Liquid Cooled
Doors, Chilled Water
Temperature Optimized
and Evaporative

Free Cooling Systems
Passive Liquid Cooled
Doors Chilled Water
Temperature Optimized
and Evaporative

Free Cooling Systems
Pumped Refrigerant
Systems

Air Side Economizing

Liquid Cooled Servers

30+
30+
5-10

Years Liebert, DataAire, Stultz

Years Liebert, DataAire, Stultz

years The above for Cooling
units; containment from
Rittal, CPI, Polargy, APC,
Knurr

Very Common

Very Common
Gaining Widespread
Acceptance

5-10 years The above for Cooling Gaining Widespread
units; containment from Acceptance
Rittal, CPI, Polargy, APC,
Knurr
8 years Rittal, APC, Knurr, Common
Liebert, HP
8 years Rittal, HP, Knurr Less Common

-]

-]

w

years Rittal, HP, Knurr

years Rittal, HP, Knurr

years Rittal

years Rittal, IBM, Vette

Less Common

Less Common

Less Common

Less Common

5 years Liebert Less Common
30+ Years Custom Engineered Common
Solutions with components
from various providers
30+ Years Originally used in Rare

mainframes, but proposed
100% heat removal very
rare, closest manufacturer
would be SprayCool

55

even less. To this end, much has been done to increase
server efficiency and IT space utilization, but the actual
space and cooling infrastructure supporting these inten-
sified loads has often not been properly addressed to
keep pace with these developments—an important
oversight since cooling can represent up to 42% of a
data center’s energy usage.”
Daniel Kennedy, Rittal White Paper 507: Understanding
Data Center Cooling Energy Usage & Reduction.
Available Cooling Systems
Over the years, many methods have been used to
cool IT loads in the Data Center environment. The

60

65

Typical Data Center cooling is accomplished using stan-
dard HVAC techniques. That is, the whole building is cooled
just as any other building is cooled using supply and return
air ductwork, under-floor air distribution space, air inlets, air
outlets, etc. Primarily, the air is conditioned at a small
number of locations and then moved through ductwork
and/or via under-floor air distribution space to a desired
outlet location. Once expelled from the outlet, the cooled air
mixes with room air. Eventually, the room air enters a server
rack where it picks up heat from the servers and the hot air
is expelled back into the room where it again mixes with
room air. In some slightly more sophisticated systems, the
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server racks are arranged into aisles, which do a better job
of segregating warmed air from cooled air. But in most
cases, heat is generated far from the location of the room
temperature controllers and far from where heat is removed.
This distance causes a big thermal lag or inertia in the
system and requires that some areas be over cooled to insure
sufficient cooling building wide. This wastes energy. The
following table provides data about the capacity, operation;
CAPital Expenditures (CAPEX) and OPerating cost Expen-
ditures (OPEX) of typical Data Centers where even the
oversized cooling systems are unable to provide the required
cooling to the all IT Room server rack enclosures.

Data Center LOST capacity is the inability to convert the
intended design loading capacity into operational reality, or
in other words, resources are not fully utilized. Changes to
the Data Center capacity roadmap, i.e. increased Rack load
densities, which fail to conform to initial design and design
assumptions results in lost capacity. Data Center capacity is
LOST when changes from the original design causes space,
power, COOLING, or network to become unavailable to the
IT equipment. For example, if Rack densities increase from
4 KW per Rack to 8 KW per Rack, the IT load in the average
enterprise Data Center is increased from IX KW to 2xKW,
but the COOLING system was initially design for IX KW
plus, in some cases, 50% accounting for unexpected addi-
tional COOLING requirements or 1.5xKW. At an increased
density to 2xKW per Rack, the Data Center will have to
decommission 25% of its Racks reducing its Data Center
Capacity by 25% due to lack of COOLING resources.
Analysis shows an Annual Cost of Deployed Capital of
$8,308 per KW related to Data Center CAPEX and OPEX
resulting in substantial costs to the Data Center for loosing
capacity due to lack of COOLING.

TABLE 2

Lost Capacity and its Capital Cost to a Data Center
Based on Future Facilities White Paper “The Elephant in the Room
is Lost Capacity” and the Uptime Institute Analysis ofl.3 MW
Data Center

MWs 1.3
KWs 1300
Annualized CAPEX $6,300,000
Annualized OPEX $3,100,000
Load Dependent OPEX $1,400,000
Total Annual Capital Deployed $10,800,000

Total Annual Capital Deployed per KW $8,308

Lost Capacity - 20% for 1 year and for $2,160,000 $10,800,000
5 years
Lost Capacity - 30% for 1 year and for $3,240,000 $16,200,000
5 years
Lost Capacity - 40% for 1 year and for $4,320,000 $21,600,000
5 years

What is needed is a system of cooling server racks or
electronics enclosures that more closely places cooling
means near the heat load of the server and which is capable
to provide real time cooling for an individual server rack or
electronics enclosure based on its load demand.

SUMMARY

Invention embodiments comprise a system comprising a
multistage evaporative cooling system and an individual
server enclosure cooling system. In various embodiments,
the ISECS comprises a housing, a cooling coil unit including
a cooling coil mounted in the housing wherein the cooling
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coil is adapted to circulate a volume of cold water; a fan rack
including at least one fan wherein the fan rack is located
within or services the housing; and a computer-based com-
mand-and-control system in signal communication with one
or more sensors configured to sense a cooling parameter
wherein the individual server enclosure cooling system is
adapted to connect to or sit within a server rack or electron-
ics enclosure and wherein the individual server enclosure
cooling system is in fluid communication with a multistage
evaporative cooler.

In some embodiments the fan rack and the cooling coil
unit sit within the housing at an air inlet to the server rack
enclosure; the fan rack and the cooling coil unit sit within the
housing at an air outlet from the server rack enclosure; the
fan rack sits at an air outlet from the server rack enclosure
and the cooling coil units sits at an air inlet to the server rack
enclosure; or the fan rack sits at an air inlet to the server rack
enclosure and the cooling coil unit sits at an air outlet from
the server rack enclosure. Some embodiments use one, two,
three, four, or more fans. Similarly, some embodiments use
one, two, three, four, or more cooling coils.

Various embodiments draws electrical power at a rate of
less than 0.93, 0.9, 0.85, 0.82, 0.80, 0.78, 0.75, 0.73, 0.70,
0.69, 0.65, or 0.60 kilowatts per ton of cooling.

In some embodiments, the system uses a computer-based
command-and-control system that monitors a cooling
parameter. Some embodiments monitor the cooling param-
eter and run algorithms that facilitate drawing electrical
power at a rate of less than 0.93, 0.9, 0.85, 0.82, 0.80, 0.78,
0.75, 0.73, 0.70, 0.69, 0.65, or 0.60 kilowatts per ton of
cooling. In some of these embodiments, the rate of electrical
power use is less than 0.60 kilowatts per ton of cooling under
appropriate ambient and operating conditions. Sometimes
monitoring a cooling parameter encompasses evaluating the
instantaneous value, a time-differentiated value, or a time-
integrated value of the cooling parameter. In these or in these
or other embodiments, the cooling parameter is at least one
of air and water temperature; air and water flows, differential
air and water pressures, air humidity; electric power con-
sumption (loads) of racks, servers, power distribution units,
uninterruptable power supplies, lighting, transformers and
switchgear, pumps, fans, motors or combinations of these. In
these or other embodiments, the cooling parameters are
measured throughout the system such as measured through
the individual server enclosure cooling system, in the indi-
vidual server enclosure cooling system, or at some point
within the server rack enclosure or within some other part of
the building.

In some embodiments, the computer-based command-
and-control system adjusts at least one cooling control that
manipulates a control parameter. In these or other embodi-
ments, a control parameter is any one or any combination of
fan speed for one or more fans; cooling fluid pump speed for
one or more cooling coils; cooling fluid flow rate for one or
more cooling coils; cooling fluid temperature for one or
more cooling coils; or cooling air flow rate. Invention
computer-based command-and-control system may monitor
one or more cooling parameters or adjusts one or more
cooling controls such that the average temperature of air
moving through the server rack enclosure remains within 5,
4,3,2,1,0.75, or 0.5 degrees of a set point temperature.

In some system embodiments, the cooling coil unit sits
near the air outlet of the server rack enclosure and comprises
at least two cooling coils and wherein the fan rack sits
disposed cooling coil unit, wherein the cooling coil unit and
the fan rack are disposed within the housing; and wherein
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the individual server enclosure cooling system sits under a
floor supporting the server rack enclosure or sits within the
server rack enclosure.

In some embodiments, an invention system comprises a
multistage evaporative cooling system and an individual
server enclosure cooling system adapted to connect to a
server rack enclosure or located within a server rack enclo-
sure, wherein the individual server enclosure cooling system
comprises a housing; a cooling coil unit including a cooling
coil mounted in the housing wherein the cooling coil is
adapted to circulate a volume of cold water; a fan rack
including at least one fan wherein the fan rack is located
within or services the housing; and a computer-based com-
mand-and-control system in signal communication with one
or more sensors configured to sense a cooling parameter and
that monitors at least one cooling parameter by evaluating an
instantaneous value, a time-differentiated value, or a time-
integrated value of the cooling parameter wherein the cool-
ing parameter is at least one of air and water temperature; air
and water flow; differential air and water pressures; air
humidity; or electric power consumption of racks, servers,
power distribution units, uninterruptable power supplies,
lighting, transformers, switchgear, pumps, fans, or motors
and the cooling parameter is measured through the indi-
vidual server enclosure cooling system, in the individual
server enclosure cooling system, or at some point within the
server rack enclosure or within some other part of the
building and wherein the computer-based command-and-
control system is capable of adjusting at least one cooling
control that manipulates a control parameter comprising fan
speed for one or more fans; cooling fluid pump speed for one
or more cooling coils; cooling fluid flow rate for one or more
cooling coils; cooling fluid temperature for one or more
cooling coils; or cooling air flow rate such that the average
temperature of air moving through the server rack remains
within 5, 4, 3, 2, 1, 0.75, or 0.5 degrees of a set point
temperature and wherein the fan rack and the cooling coil
unit sit within the housing at an air inlet to the server rack
enclosure; the fan rack and the cooling coil unit sit within the
housing at an air outlet from the server rack enclosure; the
fan rack sits at an air outlet from the server rack enclosure
and the cooling coil units sits at an air inlet to the server rack
enclosure; or the fan rack sits at an air inlet to the server rack
enclosure and the cooling coil unit sits at an air outlet from
the server rack enclosure and wherein the system draws
electrical power at a rate of less than 0.93, 0.9, 0.85, 0.82,
0.80, 0.78, 0.75, 0.73, 0.70, 0.69, 0.65, or 0.60 kilowatts per
ton of cooling. In some of these embodiments, the rate of
electrical power use is less than 0.60 kilowatts per ton of
cooling under appropriate ambient and operating conditions.

FIGURES

FIG. 1 depicts a variation of an ISECS with an under-floor
outlet.

FIG. 2 depicts another variation of an ISECS with an
under-floor outlet and two fans.

FIG. 3 depicts another variation of an ISECS
under-floor outlet and a rack-mounted fan.

FIG. 4 depicts another variation of an ISECS
under-floor outlet and dual rack-mounted fans.

FIG. 5 depicts another variation of an ISECS
overhead outlet and an overhead fan.

FIG. 6 depicts another variation of an ISECS
overhead outlet and a rack-mounted fan.

FIG. 7 depicts another variation of an ISECS
overhead outlet and dual rack-mounted fans.
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FIG. 8 depicts another variation of an ISECS mounted
within a server rack enclosure.

FIG. 9 depicts another variation of an ISECS mounted
within a server rack enclosure.

FIG. 10 depicts a cooling tower useful in cooling system
embodiments.

FIG. 11 depicts another useful cooling tower further
comprising an air-to-water heat exchanger or an air pre-
cooling heat exchanger.

FIG. 12 depicts another useful cooling tower further
comprising an energy recovery system.

FIG. 13 depicts a cooling system embodiment.

FIG. 14 depicts another cooling system embodiment.

FIG. 15 depicts another cooling system embodiment.

FIG. 16 depicts a makeup air-handling unit.

FIG. 17 depicts an energy recovery system.

DETAILED DESCRIPTION

The following description of several embodiments
describes non-limiting examples that further illustrate the
invention. No titles of sections contained herein, including
those appearing above, are limitations on the invention, but
rather they are provided to structure the illustrative descrip-
tion of the invention that is provided by the specification.

Unless defined otherwise, all technical and scientific
terms used in this document have the same meanings that
one skilled in the art to which the disclosed invention
pertains would ascribe to them. The singular forms “a”,
“an”, and “the” include plural referents unless the context
clearly indicates otherwise. Thus, for example, reference to
“fluid” refers to one or more fluids, such as two or more
fluids, three or more fluids, etc. Any mention of an element
includes that element’s equivalents as known to those skilled
in the art.

Any methods and materials similar or equivalent to those
described in this document can be used in the practice or
testing of the present invention. This disclosure incorporates
by reference all publications mentioned in this disclosure
and all of the information disclosed in the publications.

This disclosure discusses publications only to facilitate
describing the current invention. Their inclusion in this
document is not an admission that they are effective prior art
to this invention, nor does it indicate that their dates of
publication or effectiveness are as printed on the document.

The features, aspects, and advantages of the invention will
become more apparent from the following detailed descrip-
tion, appended claims, and accompanying drawings.
Individual Server Enclosure Cooling System (ISECS)

In various embodiments, an invention individual server
enclosure cooling system or a rack cooling system or
electronics enclosure cooling system (collectively ISECS)
uses a process cooling model to cool the equipment inside of
the rack or enclosure with real time monitoring and control
over the cooling needs of the IT and other Data Center
support equipment. In some embodiments, the cooling needs
of a rack or electronics enclosure range from 500 watts to
+50 kW, 1 kW to £40 kW, or 3 kW to 35 kW. In some
embodiments, an invention ISECS connects with a real time
monitoring and control system, as described below. In some
embodiments, an invention ISECS connects to a Multistage
Evaporative Cooling System (MECS), as described below.
In some embodiments, an invention ISECS connects to a
Multistage Evaporative Cooling System and a real time
monitoring and control system. In some invention embodi-
ments, when connected to the MECS, the invention ISECS



